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Coupled Maxwell and quantum mechanical equations are used to simulate the electron dynamics
in nanogaps in systems containing thousands of atoms. It will be shown that besides the carrier
envelop phase (CEP), bow-tie or gap shape, and gap size, the atomistic structure also significantly
alters the electron dynamics. Atomic-scale interference fringes appear not only in the electron
density but in the electron current and field enhancement as well. Electron bursts emerge from
individual atoms and scatter on atoms driven by the direction of the laser. The time-dependent
orbital-free density functional theory coupled to the Maxwell equations allows us to simulate physical
systems approaching the realistic size and to explore the physical mechanism controlling the electron
dynamics.

I. INTRODUCTION

The precise control of the carrier-envelope phase
(CEP) of few-cycle laser pulses at sub-femtosecond time
scales allows the manipulation of charge carrier dynam-
ics by the electromagnetic field of light [1–7]. By suit-
able choice of CEP, the oscillating electric field of a light
wave can drive electrons across a nanoscale plasmonic
gap several orders of magnitudes faster than the giga-
hertz speed of conventional electronics [8–17]. Bow-tie
antennas are particularly useful because they can signif-
icantly increase the electron emission by resonant plas-
monic effects [4, 15, 18–24]. The excited plasmons can
induce strong, localized electric fields, which can drive
large electron currents from the nanostructures [19, 25–
30].

The electron transport between nanoparticles is con-
trolled by several different factors. When the nanostruc-
tures are close to each other, their near fields couple lead-
ing to enhancement depending on the distance, shape,
and size of the nanoparticles [31]. The electron dynam-
ics also depend on the energy of the photons as well as
the duration and CEP of the laser pulse.

To describe a realistic physical system, one needs to
simulate thousands of atoms which is very difficult for
quantum mechanical approaches. The time-dependent
density functional theory (TDDFT) [32] is a common
method of choice, but TDDFT based calculations either
use jellium models neglecting atomic details [33–36] or
are restricted to small model systems [37–44].

The importance of the atomic structure [38, 40] and
the quantum effects [34] are well recognized and empha-
sized by the TDDFT calculations. For example, the indi-
vidual atomic protrusions into the gap can significantly
increase local electromagnetic enhancement in addition
to the plasmonic fields [40, 45] and quantum phenomena,
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such as confinement and tunneling play an important role
[34].

Another important physical mechanism is the coupling
between electromagnetic fields and matter. The electron
current and time-dependent charge oscillations induce
electric fields in a highly nonlinear manner. In TDDFT
and other quantum mechanical approaches this is usu-
ally neglected, while in electrodynamics simulation, the
microscopic electron dynamics are not included. The ex-
ternal laser fields excite density oscillations and currents
localized around the atoms and the latter, in turn, in-
duced electric fields.

In this work, we will address both of these issues by
coupling the atomistic quantum description of electron
dynamics and the time-dependent electromagnetic fields
to describe electron bursts and transport in plasmonic
nanogaps. We will show, that besides the carrier en-
velop phase, bow-tie or gap shape, and gap size, the
atomistic structure also substantially changes the elec-
tron dynamics. In the simulations, atomic-scale interfer-
ence fringes appear not only in the electron density but in
the electron current and field enhancement as well. Elec-
tron bursts emerge from individual atoms and scatter on
atoms driven by the direction of the laser. This interfer-
ence and scattering modulate the electron dynamics on
the atomic scale.

Both the coupling between light and matter and the
atomistic description is very important in understanding
the dynamics of ultrafast electron currents in nanogaps.
To address these for realistic physical devices one has to
be able to simulate the electron dynamics in systems with
thousands of atoms. For small model systems the effect of
coupling between light and matter is small because there
is not enough charges to create large induced fields. The
orbital-free (OF) density functional theory (DFT) [46] is
a good approach for large systems because its main vari-
able is the electron density and it computationally scales
linearly with system size, showing in million-atom ma-
terial simulations [47]. We will use the time-dependent
DFT version of the OF-DFT, the OF-TDDFT in our cal-
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culations coupled with the Maxwell equations using the
Riemann-Silbertsen vector in real space to describe the
electromagnetic fields [48]. In previous work, we have
shown that the currents and induced fields predicted by
OF-TDDFT calculations are in very good agreement to
TDDFT calculations using orbitals for jellium sheets, jel-
lium spheres, atomistic sheets, and icosahedron clusters
[49].

The OF-TDDFT equation is a time-dependent
Schrödinger equation for a single orbital [49](
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)
Ψ(r, t) = 0 (1)
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HOF (r, t) = − 1

2m
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The density-dependent potential VOF is defined in Ref.
[50]. The electron density and the electron current at
time t is defined as

ρOF (r, t) = |Ψ(r, t)|2, (3)

and

JOF (r, t) = 2Re[Ψ(r, t)∗(−i~∇r + A(r, t))Ψ(r, t)]. (4)

To solve the Maxwell equations we use the Reimann-
Silberstein (RS), which is coupled to the OF-TDDFT
equation by the method developed in Ref. [48]. In this
approach, the RS vector is defined as
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and this vector satisfies the Maxwell equations in the
form
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where S are the spin-1 3 × 3 Pauli matrices. The main
advantage of this approach is that Eq. (6) is similar to a
time-dependent Schrödinger-equation (see Eq. (1)).

The wavefunction is represented on a real-space grid
and is time propagated using Taylor time evolution. A
more detailed description can be found in Ref. [49]. In
the numerical calculation, first, the ground state wave
function is calculated by diagonalizing HOF on a real
space grid, which is taken to be the wavefunction at t = 0.
An external laser pulse is added to the system of the form

Ez(r, t) = E0 sin(ω(t−x/c)+φ)e−(t−t0−x/c)2/α2

Γ(t) (7)

where Γ(t) is a ramping function that ensures the electric
field is zero at t = 0, α is the carrier-envelope width, ω is
the field frequency, E0 is the field strength and φ is the
carrier-envelope phase. The external field is turned on
and creates a vector potential that drives electron mo-
tion. Eqs. (6) and (1) are solved on a real-space grid of

the same grid spacing by time-propagation. The param-
eters of the laser pulse and the pulse shape for different
carrier-envelope phases are shown in Ref. [50]. The de-
tails of the numerical solution of the coupled equations
are given in [50].

We will use aluminum bow-tie structures similar to
the one in Fig. 1 to study the electron dynamics in
nanogaps. The two main variables of this geometry are
the distance between the tips and the bow-tie angle (see
Ref. [50]). Aluminum bow-tie structures are considered
good alternatives [51–53] to noble metal (gold and sil-
ver) bow-ties and their field enhancement properties have
been investigated experimentally [22, 52, 54, 55] and by
finite-difference time-domain (FDTD) simulations [56–
59]. The field enhancement in the gap is found to be
between 20 and 100 [56, 57, 59] depending on the geom-
etry of the structure. This is somewhat smaller than the
field enhancement in gold bow-tie antennas [4, 20].

In the simulations, the electric field from the laser
drives electron density to the tips of the bow tie, which
creates a strong induced electric field around the tip.
Snapshots of the electron density, electron current, and
electric field are shown in Fig. 1 for φ = 0. In these
figures (6000 atoms and 18000 electrons are used in this
example), the fingerprint of the underlying atomic struc-
ture can clearly be seen in the density, current and elec-
tric field. The electron current is emitted not only from
the tip atoms but from a wider region and the absorption
extends into layers of atoms. This is even more clearly
visible in the excited state density (ρ(t) − ρ(0)) where
the charge density on individual atoms deep inside the
tips varies with the electric field (see Fig. 1c). The snap-
shots in Fig. 1c clearly demonstrate that the electron
transport and dynamics evolve through excitation of in-
dividual atoms.

The induced electric field (Fig. 1d) and electron cur-
rent (Fig. reffig:bowtie1e) also changes on atomic scale in
space. Fig. 1d shows that the electric field is strong inside
the tips and interference like fringes are present, which
is commensurate with the atomic structure. The figures
also show that the electric fields and currents change sign
between atoms or atomic layers corroborating that the
atomic structure is important and strongly influences the
electron dynamics.

Fig. 1f shows the field enhancement at a frequency
ω = 1, where the enhancement is the largest. The bright
spots correspond to an enhancement of a factor of 40-45.
There is a bright hot spot along the line that connects
the two tips and reaches inside the tip region deep inside
the atomic layers. where two small hot spots can also be
seen.

To analyze the flow of electrons from one tip to an-
other, the flux of electrons through a given surface are
calculated as

Φ(t) = −∆t

∫
dxdyJz(r, t), ΦT =

∫ T

0

dtΦ(t). (8)

Fig. 2a shows the flux of electrons between the tips. The
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surface is taken to be the xy plane which lies in between
the two structures. When the laser field is symmetric
(φ = 0), it moves the electrons from one tip to the other
and back leading to a net transfer across the bowtie of
close to zero. The amplitude of the laser field reaches
its first maxima at around t = 30 a.u. and the second
one, with the opposite sign at t = 45a.u. The flux follows
this oscillation with a 20 a.u. time delay. The figure also
shows the importance of coupling the Maxwell and OF-
TDDFT equations. In the uncoupled case, the induced
fields due to the dynamics of electrons are neglected and
the flux is about two times bigger than in the coupled
case. We also considered the effect of system size on the
flux. Fig. 2 shows that the time dependence of the flux
for a smaller system [50] is very similar to that of the
larger system, but the flux transfer is somewhat smaller.

The number of transported electrons from one tip to
the other strongly depends on the CEP. Fig. 2b shows the
flux for different φ values between 0 and 2π. CEP values
of φ = π/2 and φ = 3π/2 have the largest net electron
transport, and they move the electrons in the opposite
directions, as dictated by the symmetry of the laser. In
this case, the maximum transfer is 0.5 electrons over a
time frame of 70 atomic units of time corresponding to a
current of 50µA. which is very large. The field enhance-
ment (see Fig. 2c) seems to have very small dependence
on the CEP.

Next, we study the effect of gap size on the electron
transport between the tips. In these simulations, the
distance between the tips is varied and the same laser
was used as before with CEP of φ = 0. The gap size is
defined as the distance between the outermost atoms on
the tips. As expected, with a larger gap size, there is a
smaller induced field amplitude and thus a smaller field
enhancement (Fig. 2e). In particular, for approximately
every 2 a.u. (0.1 nm) increase in gap size, there is a 10
percent drop in the overall enhancement.

Fig. 2f) shows that the net electron transport between
the tips strongly depend on the gap distance. This is be-
cause the large gap size inhibits the electrons from mov-
ing back when the laser changes direction because there
is a time delay in the transport process. The larger the
gap, the farther the electrons have to travel, meaning the
electron packet does not make it across the gap before the
laser field reverses. This example shows that one can use
the gap size to control the electron transfer between tips.

The appeal of the bowtie system with a single pulsed
asymmetric laser is that electron transport can occur
without a bias. However, it is still worth exploring the
amplification of transport by a bias as it is commonly
used in chip technologies. These calculations have the
same laser as before, but the external field is biased by a
voltage that is equal to a certain percentage of the max-
imum laser amplitude, E0, for the entire duration of the
simulation. We utilize bias voltage values of 0.016 (8.39
V/nm), 0.032 (16.78 V/nm), 0.049 (25.16 V/nm), 0.065
(33.56 V/nm), and 0.082 (41.95 V/m); ranging between
10 to 50 percent of E0. The larger the bias, the larger

the field amplitude, however, there is a new oscillation
when compared to a non biased field at time t = 15 to
t = 30, shown in Fig. 3b. In the non-biased case (Fig.
2a), there is no flux before t = 30and this new peak is
due to the bias. Fig. 3a shows that the bias significantly
increases the field enhancement. This is the consequence
of the increased electron current in the gap region (Fig.
3a), especially for large biases. Additionally, the electron
transfer, shown in Fig. 3c, continues in the direction of
the bias as long as the bias stays active even after the
laser pulse and as expected, these are much larger fluxes
than in the non-biased case. Fig. 3d shows the flux as
the function of time. One can see that flux is driven by
the electric field (see Fig. 3b and 3c), but there is a time
delay between the two.

In the following, we explore another possibility to
asymmetrically transfer electrons across the gap using
a multicolor laser shown in Fig. 3e. A combination of
two wavelengths of frequencies of ω and 2ω is used in this
pulse (for definition see Ref. [50]). Fig. 3f shows that
the field flux is still similar to the single-color pulse laser
despite reaching a much higher laser amplitude (almost
0.27 a.u. as shown in Fig. 3e compared to 0.19 in the
case of the single pulse). The biggest effect of the two-
color laser is that it changes the CEP dependence of the
flux. The largest flux is at φ = 0 and φ = π while the
single pulsed laser had the largest flux at φ = π

2 . The
most interesting effect of the multicolor laser is that it
can be used to change the direction of the electron cur-
rent. For example, using φ = π

2 with a single color laser
the net electron flow is from the upper tip to the lower
tip (Fig. 2b). By turning on the second laser (Fig. 3f)
the electrons will flow in the opposite direction.

Finally, we have also investigated bow-tie structures
with asymmetric tips (see Fig. 4). Asymmetric struc-
tures have the potential for net electron transport for all
values of CEP. Several different geometries were investi-
gated. In asymmetric sharp-blunt bowtie structures, the
field enhancement does not significantly change (Fig. 4),
but using different shapes, one can steer the current from
the sharper tip to the wider tip even with φ = 0. The
field enhancement around a single tip (without the other
tip) is about 1/3 of the field enhancement of the asym-
metric structures, so even a flat surface increases the field
enhancement in the gap. Fig. 4 shows that the current
now flows in one direction outward the tip. This geome-
try allows sending electron packets from the sharp tip to
a wider tip or to a sheet controlled by the laser without
relying on the CEP.

In summary, coupled OF-TDDFT Maxwell simulations
have been performed on aluminum bowtie systems com-
prised of thousands of atoms. Atomistic features appear
in the time-dependent electron densities, currents and
induced electric fields indicating the importance of the
atomistic description. These OF-TDDFT calculations
substantially extend the applicability of quantum me-
chanical simulations and the atomistic simulation of re-
alistic devices are within the reach of this approach. We
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FIG. 1. Electron density (a), electron density in the gap region (b), excited-state electron density, ρ(t)−ρ(0), in the gap region
(c), electric field in the gap (d) current in the gap (e) and field enhancement in the gap (f) in a bowtie structure. The figures
are obtained by averaging over the y direction. 6000 atoms with 18000 electrons are used.

have shown that unidirectional currents can be generated
in several different ways, like with optimized CEP, with
multicolor laser, or by using asymmetric bow-tie struc-
tures. These atomistic coupled OF-TDDFT Maxwell

simulations might be useful in the investigation of var-
ious nanoscale devices where the interaction of electro-
magnetic fields and matter is important.

[1] M. Hentschel, R. Kienberger, C. Spielmann, G. A. Rei-
der, N. Milosevic, T. Brabec, P. Corkum, U. Heinzmann,
M. Drescher, and F. Krausz, Nature 414, 509 (2001).

[2] E. Goulielmakis, V. S. Yakovlev, A. L. Cavalieri,
M. Uiberacker, V. Pervak, A. Apolonski, R. Kienberger,
U. Kleineberg, and F. Krausz, Science 317, 769 (2007),
https://science.sciencemag.org/content/317/5839/769.full.pdf.

[3] F. Krausz and M. Ivanov, Rev. Mod. Phys. 81, 163
(2009).
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Mücke, C. Manzoni, G. Cerullo, G. Cirmi, and F. X.
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Kärtner, and K. K. Berggren, Nano Letters 17, 6069
(2017), pMID: 28926275.

[20] P. J. Schuck, D. P. Fromm, A. Sundaramurthy, G. S.
Kino, and W. E. Moerner, Phys. Rev. Lett. 94, 017402
(2005).

[21] M. Parzefall and L. Novotny, Reports on Progress in
Physics 82, 112401 (2019).

[22] B. Cerjan, X. Yang, P. Nordlander, and N. J. Halas,
ACS Photonics 3, 354 (2016).

[23] M. Runge, D. Engel, M. Schneider, K. Reimann, M. Wo-
erner, and T. Elsaesser, Opt. Express 28, 24389 (2020).

[24] A. Bhattacharya, G. Georgiou, S. Sawallich, C. Math-
eisen, M. Nagel, and J. Gómez Rivas, Phys. Rev. B 93,
035438 (2016).
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